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SLR 1.2.3 Memory and Storage:
Representing Characters

What is a Character set?
A defined list of characters recognised by computer hardware and
software. Each character is represented by a single number.
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If one device recognises the binary sequence 01000001 as “A”, other o3
devices must also recognise this sequence as “A”.
Examples of Character Sets
» ASCII (7-bit)

+ Extended ASCII (8-bit)

» Unicode (16-bit)
* Unicode (24-bit)
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There are two versions of

Key
Terminology

BCS Definition

Character set

“A set of symbols represented by a
computer. These symbols, called
characters, can include letters, digits,
spaces, punctuation marks and control
characters.”

ASCII

America Standard Code for Information
Interchange: “A character set devised for
early telecommunication systems but
proved to be ideal for computer systems.
Uses 7 bits, providing 32 control codes and
96 displayable characters. The eighth bit is
often used for error checking.”

Unicode

“Standard character set that replaces the
use of multiple different character sets.
Incorporates characters from almost all
global languages. A 16-bit extension of
ASCIL”
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Representing Images

Bitmaps Vs Vectors
Bitmaps

* Abitmap image is made up of different-
coloured squares.

e Each square has a binary value.
Use:

. Detailed images
(e.g., photographs, digital art)

Bitmap

Vector

Avector image stores the mathematics
required to draw a shape. For example, a
circle can be drawn just by storing its:

* XY coordinates from the middle
* Radius

*  Width

* Colour

Use:

e Simple shapes
(e.g., logos, clipart)

Bitmaps

00010001000011100000000111000
11111110001110000011111000001
00000001110000000000000011000
00000000000010000000000000000
00000000010000000000000001110
00000000000011111110000000111
11111100000000011111110000000
00001111110000010000011111100
00111000011111110011111001111
Metadata

+ Width: 17 pixels

Bitmaps

Key BCS Definition

Terminology

Pixels “The smallest unit of a digital image or
graphic that can be displayed on a digital
device. A pixel is represented by a dot or
square on a computer display.”

Metadata “A collection of data that describes and
provides information about other data.”

Colour depth “Also known as bit depth. Either the
number of bits used to indicate a) the
colour of a single pixel in a bitmap image or
video frame buffer or b) each colour
component of a single pixel.”

Resolution “The number of pixels (individual points of

colour) in a display, expressed in terms of
the number of pixels on the horizontal and
vertical axes.”

Image quality

“The overall detail of an image, affected by
colour depth and resolution.”

Image file size

“The total size of an image file in storage.
Size in bits = Width in pixels * Height in
pixels * Colour depth in bits.”

Calculating Image File Size
Formula:

Image width x Image height x Colour depth

Size of a bitmap file
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Images can be stored in binary as bitmaps or vectors:
. Bitmap images are constructed from coloured squares called pixels.
. Vector images store the mathematics required to draw shapes.

Each pixel of a bitmap is stored in binary. The number of bits required for each pixel depends on the number of

colours:

. 1 bit has 2 possible values; 0 and 1. Therefore, 1 bit can store 2 colours; black or white.
. 2 bits have 4 possible values; 00, 01, 10 and 11. That means 2 bits can store 4 colours.

The number of colours can be calculated as 2", where n is the number of bits required for each pixel.

The number of bits required for each pixel is known as the image’s colour depth. The greater the colour depth and

resolution, the larger the file size of the image.

Photographs typically use 24-bit colour, meaning each pixel is made up of 24 bits.

224 = over 16 million colours, believed to be the maximum number of different colours visible to the human eye.

Metadata is additional data stored with the image to define its width, height, colour depth and colour palette.
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Representing Sound

Key
Terminology

BCS Definition

Sample rate

“The number of samples taken per second,
measured in hertz (Hz).”

Sample duration

Sound file size: The total number of bits in a
sound file. Calculated as: (Number of samples
per second) x (Number of bits per sample) x
(Length of sample in seconds).

Bit depth: The number of bits stored per
sample. The higher the bit depth, the greater
the quality of the sound and the larger the
file size.

Sample rate: The number of samples stored
per second. The higher the sample rate, the
higher the quality of the sound, and the
larger the file size.

Calculating Image File Size
Formula:

Sound file size = (Number of samples per second) x (Number of bits per sample) x

(Length of sample in seconds)

Size of a sound file

Sample rate 6 Number of samples per

second
Duration 3 Length of sample in
seconds
Bit depth 4 Number of bits needed
to store each sample
6x3x4 = 72 bits = 9 bytes

4-bit depth

Amplitude

10 11 12 13 14 15

“How many seconds of audio a sound file
contains.”

Sample bit depth

“The number of bits available to store each
sample (e.g., 16-bit).”

Playback quality

“The finished quality of the digital sound
file — this is affected by the sample rate and
bit depth. The higher the number, the
better the quality and the larger the file
size. CD quality is 44,100 samples per
second.”

Sound file size

“The total size of a sound file in storage.
Size in bits = Sampling rate * Sample
resolution * Number of seconds.”

T
1 2 3
Time in seconds

6Hz sample rate

Bit Depth Sample Rate

How many different gradations of amplitude can be represented in a digital

waveform.

The amount of information stored with each sample, measured in bits.

Typically, CDs are 16-bit, meaning each sample takes up 2 bytes and can

store one of 65,536 amplitudes.

2-bit sampling resolution

0

Amplitude

4-bit sampling resolution

(il
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Time in seconds

1 2
Time in seconds

How often (frequency) the amplitude of a sound wave is recorded. The more
often a sample is recorded, the smoother the playback will sound.
The number of samples per second, measured in hertz (Hz).

A typical audio file is recorded at 44,100Hz — i.e., 44,100 samples per second.
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. Compression “The process of reducing the size of a file.”
SLR 1 .2.3 Memory and Storage. Lossy “A compression method that generally
CompreSSion compression involves a loss of quality where experience

tells us that it will be least noticed.”

’

Lossless “A compression method that allows a file

Why we use compression compression to be recreated in its original quality.”

* Compression reduces the size of a file so it takes up less
space, helping to maximise the amount of data we can store on

Lossy Compression
With an image, the number of colours
increases the file size — this is because we

Lossy compression tech

our devices. q bi el
+ Smaller files are also quicker to transfer or stream over the need more bits per pixel to store a
internet ° o greater range of possible colours.

ofe o
= : One way to make a file smaller would be

° to store a lower number of colours —
alternatively, we can store larger areas of
pixels as one colour.

Both of these techniques will reduce the
quality of the image, known as lossy
compression.

Compression is used to reduce the number of bits in a file, making

Lossless Compression Suitability of lossy and ) on . et
it smaller in size and increasing its speed of transfer.

Smaller files are also quicker to lossless compression
transfer or As the name suggests, Some types of files are not
lossless compression does not cause suitable for lossy

any data to be lost during the process. compression.

over the internet.

In this image, there are large areas of
white pixels. Instead of storing every
pixel with the same binary pattern, we
could store the binary for white
followed by the number of contiguous
white pixels in a row.

Lossy compression:
. Some data is lost and cannot be recovered.
. Greatly reduces file size.
. Reduces the quality of images/sound.
. Suitable for images, sound and video.
. Cannot be used with text or executable files.

Compression

Text documents and
executable code must be
compressed in their entirety
to avoid losing essential
data.

Lossless compression:

. No data is lost, just encoded differently.
For these file types, we . Files are recovered to their original state.
must use !ossless . Can be used with all types of data.
compression so we can . Less effective at reducing file size.

reye_:rt the file back to its . Most suitable for text documents and executable
original state. files
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